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Abstract

The goal of voice conversion systems is to modify the voice of
a source speaker to be perceived as if it had been uttered by an-
other specific speaker. Many approaches found in the literature
work based on statistical models and introduce an oversmooth-
ing in the target features. Our proposal is a new model that
combines several techniques used in unit selection for text-to-
speech and a non-gaussian transformation mathematical model.
Subjective results support the proposed approach.
Index Terms: speech synthesis, voice conversion, frame selec-
tion, non-gaussian transformation

1. Introduction
The primary goal of voice conversion systems is to modify the
voice of a source speaker in order to be perceived as if it had
been uttered by another specific speaker: the target speaker. For
this purpose, relevant features of the source speaker are iden-
tified and replaced by the corresponding features of the target
speaker.

Several voice conversion techniques have been proposed
since the problem was first formulated in 1988. In this year Abe
et al. [1] proposed to convert voices through mapping code-
books created from a parallel training corpus . Since then, many
authors tried to avoid spectral discontinuities caused by the hard
partition of the acoustic space by means of fuzzy classification
or frequency axis warping functions.

The appearance of statistical methods based on gaussian
mixture models (GMM) for spectral envelope transformation
was an important breakthrough in voice conversion [2, 3]. The
acoustic space of speakers was partitioned into overlapping
classes and the weighted contribution of all classes was con-
sidered when transforming acoustic vectors. The spectral en-
velopes were successfully converted without discontinuities,
but in exchange the quality of the converted speech was de-
graded by over-smoothing. This problem was faced in further
works [4, 5], while the usage of GMM-based techniques be-
came almost standard, up to the point that the research was
focused on increasing the resolution of GMM-based systems
through residual prediction [2, 6] in order to improve both the
quality scores and the converted-to-target similarity.

Nevertheless, the problem of creating high-quality voice
conversion systems that could be used in real-life applications
has not been completely solved. At present, there is still a trade-
off between the similarity of converted voices to target voices
and the quality achieved by the different conversion methods.

Another interesting approach focused on improving target
speaker identity is the frame selection proposal of Dutoit et al.
[7]. In that paper the authors propose to find the optimal se-

quence of frame target features in training data reducing the dis-
tance between source converted features using GMM and target
features by means of the Viterbi algorithm, which was also used
in the work of Salor and Demirekler [8]. Sündermann [9] pro-
posed a similar approach just using the source features without
any conversion.

In this paper we propose two systems that work using a
new approach based on a non-gaussian statistical transforma-
tion and frame selection. In order to compare the system’s per-
formances, we made experiments with other two state-of-the-
art techniques: GMM [3](a gaussian statistical transformation)
and Dutoit’s method [7](a voice conversion algorithm basedon
frame selection).

This paper is organized as follows. In Section 2, the new
voice conversion techniques are explained in detail. In Sec-
tion 3 two voice conversion methods are proposed. In Section4
the results of the objective and subjective tests are presented
and discussed. Finally, the main conclusions are summarized in
Section 5.

2. LSF conversion using k-histograms
In many voice conversion systems pairs of source-target LSF
vectors are modelled using an approach of Gaussian Mixture
Models (GMM). In some cases the initialization of the param-
eters of the model is done using the k-means clustering algo-
rithm. In this paper we propose to cluster quantized LSF co-
efficients using k-histograms and transform source parameters
into target parameters through a non-gaussian approach viathe
cummulative density function (CDF).

The k-means algorithm is one of the mostly used clustering
algorithms. Given a set of numeric objectsXi ∈ D and an
integer numberk, the k-means algorithm searches for a partition
of D into k clusters that minimizes the within groups sum of
squared errors (WGSS). This process can be formulated as the
minimization of the functionP (W,Q) with respect toW and
Q, as shown in equations 1 and 2.
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whereW is ann × k partition matrix which assigns each
vector Xi to one cluster,Q = {Q1, Q2, ..., Qk} is a set of



objects in the same object domain (usually known as centroids
of the clusters), andd(·, ·) is the definition of distance between
vectors.

2.1. Clustering using k-histograms

K-histograms is an interesting approach to cluster categorical
data. Each cluster is represented by the histograms of the ele-
ments of that cluster. Assuming known that each elementXi

is a vector ofm categorical valuesxi,1...xi,m, Equation 1 can
be adapted to categorical data defining a distance based on the
histograms of the cluster, as shown in equation 3.

MinimizeP (W,H) =
k
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wherewi,l is the partition matrix. The distanced compares
the histograms of the cluster of each element. The clustering
algorithm is explained in detail by He et al [10].

In this paper we propose to use k-histograms to partition
the vectors of features (LSF parameters) used in voice conver-
sion into sets. The LSF parameters are discretized to estimate
the counts in the histograms of each set. The source and target
LSF vectors are aligned in the training set, and they are jointly
partitioned using k-histograms.

This approach intends to avoid the assumption made in
GMM-based voice conversion system about the possibility to
approximate the distribution of each LSF coefficient through a
mixture of gaussians. In our proposal we do not include any
assumption about a particular distribution of the parameters by
estimating it using histograms.

The conversion between source and target parameters using
histograms is performed using a non-gaussian to non-gaussian
mapping via the cumulative distribution function (CDF) coeffi-
cient by coefficient, as shown in Equation 4.

ŷi = F
−1

yj
[Fxj

(xi)] (4)

The LSF parameterxi of source speaker is mapped into the
target LSF parameter̂yi using the CDF of source and targetith

LSF parameter andjth set (Fxj
and Fyj

respectively). The
different available sets are obtained using the partition of the
LSF parameter space via the k-histograms clustering technique.

The decision about the setj used in the transformation of a
given source feature vectorx is performed calculating the joint
probability of each component of the vector (of dimensionK)
for each possible set (Equation 5).

pj =
K

X

i

log(fxj
(xi)) (5)

wherefxj
is the probability that the coefficientxi belongs

to setj. The vector belongs to the setj with the highest proba-
bility pj .

The parameters estimated using Equation 4 are used to per-
form the synthesis of the target speech. In the next section two
voice conversion methods will be explained based on the LSF
transformation shown in this section.

3. Voice conversion systems
In this paper we show two different implementations of voice
conversion using k-histograms. In the first one we perform
speech synthesis after parameter conversion. On the other hand,

the second proposed method also includes a frame selection
process using dynamic programming to search the optimal se-
quence of target feature vectors, avoiding the smoothing intro-
duced by statistical mapping via k-histograms.

3.1. Voice conversion using k-histograms

The voice conversion algorithm using k-histograms has four
steps in our experiments: windowing and parameterization,in-
verse filtering, parameter transformation and resynthesis.

Each utterance is divided into overlapping pitch syn-
chronous frames with a width of two periods. An assimetrical
Hanning window is used to minimize boundary effects. The pa-
rameterization consists of a20th order LSF vector. The source
excitation (the residual of LPC estimation) is calculated via in-
verse filtering with the LPC parameters obtained in each frame.

During the training process source and target LSF parame-
ter vectors are aligned to obtain the mapping function usingk-
histograms. The alignment information is extracted from phone
boundaries provided by a speech recognizer. Inside the bound-
aries of a frame, the alignment is linear.

The LSF parameters are transformed using the CDF es-
timated for the set with the highest probability calculatedas
shown in Equation 5. The transformation includes a discretiza-
tion of the LSF parameters that span from0 to π. The degree
of discretization is an adjustable parameter and it is directly re-
lated to the amount of available data to estimate the counts of
the histograms.

The transformed LSF parameters are converted into LPC
coefficients, and they are used to obtain the target converted
voice by filtering the source excitation. The fundamental fre-
quency is transformed using a mean and standard deviation nor-
malization and the signal is resynthesized using PSOLA [11].

Figure 1 shows the scheme of our proposal. In this case we
preferred to use the target excitation to study the accuracyof
LSF parameter conversion without the influence of an inaccu-
rate excitation estimation.

Figure 1: First Method proposed

Although the proposal is an aproximation that uses statis-
tical tools likewise the GMM model [3], we expect to obtain a
better conversion with this non-gaussian approach, without in-
troducing assumptions about the distribution of the LSF coeffi-
cients. The main drawback of our proposal is the discretization
of LSF parameters that introduces noise in the estimation. We
studied in the experiments the influence of such quantization.

3.2. Voice conversion using k-histograms and frame selec-
tion

As stated in the introduction many systems transform the LSF
vectors to find the transformed envelope. However, a novel ap-
proach used the transformed LSF to select real frames from the
training data of the target speaker. As the motivation of us-
ing k-histograms instead of k-means does not depend on the
final use of the transformed vectors, in this section we applythe
k-histograms based transformation to the method proposed by
Dutoit [7].



In this case the transformation is divided in two stages (as
shown in Figure 2:

• The first stage makes a transformation using the k-
histograms method as explained in Section 3.1. The LSF
parameters of source speakerx are transformed intôy.

• Then, the converted LSF parametersŷ are converted us-
ing a second stage based on frame selection to obtain a
new set of transformed parametersŷ′.

Figure 2: Second Method proposed

3.2.1. Frame selection stage

Given a sequence of converted feature vectors (via k-
histograms) of source speaker (ŷ) we may find an optimal se-
quence of feature vectors of target speaker in training data
(ŷ′). The optimal sequence is obtained using the formulation
of Equation 6. This optimization problem is solved using the
viterbi algorithm.

min
ŷ′
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#

(6)

In this expression,d(ŷi, y
train
j ) represents the target cost

which measures the distance between the converted source pa-
rameters ofith frame and the target parameters ofjth frame in
the training set. In this way we find appropiated converted tar-
get parameters according to converted source parameters. The
acoustic parameters included in the target cost are LSF, energy,
fundamental frequency and phone identity. Each phone is di-
vided in three zones: start, medium and end. The phone identity
is concatenated with the zone code to preserve the dynamics of
phone evolution both for source and target frames.

The concatenation costd(ŷ′

i−1
, ŷ′

i) minimizes the discon-
tinuities between adjacent frames, and also favours the selec-
tion of consecutive frames. The parameters listed above are
weighted to normalize their effects, and the weights are cal-
culated using an automatic adjustment: MultiLinear Regression
(MLR) [12].

A problem of computational load arises with the proposed
conversion method: the size of the search space. The amount of
frames in the lookup table is around60, 000 for a 15 minutes
database using pitch synchronous analysis. As a consequence,
we decided to use the clustering provided by k-histograms to
reduce the search space. Only the target frames in the training
data that belong to the cluster assigned to the converted source
frame are considered.

The fundamental frequency contour of the target speaker
is obtained in the same way than the method proposed in Sec-
tion 3.1.

4. Experiments
The audio database used for our experiments contained 200 sen-
tences in Spanish, uttered by two male and two female speakers.
The sampling frequency was16 KHz and the average duration

of the sentences was4 seconds.50% of the sentences were used
to train the conversion functions, while30% were kept as devel-
opment set (to tune model parameters) and20% were used to
perform the objective test.

One male and one female speaker were chosen as source,
and the other two speakers were used as target, so four different
conversion directions were considered: male to male (m2m),fe-
male to female (f2f), male to female (m2f) and female to male
(f2m). 38 sentences unseen during training were converted and
resynthesized for all methods. The results will be shown by
merging all speakers, because separate results show a corre-
spondence with the global results.

For each of the two proposed methods we will consider
two quantization resolutions:314 and3, 140 bins for the his-
tograms. The original methods GMM and Dutoit’s proposal are
included as a reference.

A seventh voice conversion method was included in the ex-
periments. It consists of finding the closest feature vectorof
target speaker in training data to the real feature vector oftarget
speaker. This voice conversion method based on frame selec-
tion that uses privileged information is namedFSOPT. It is a
measure of the highest achievable quality and identity by the
frame selection method.

Figure 3: Architecture of FSOPT

Some results will be shown using box-plots [13]. This rep-
resentation is an useful statistical tool to compare several sta-
tistical distributions. In our case we will use it to comparethe
distribution of the scores of the different systems to studythe
significance of the differences.

4.1. Experimental results

In this work we evaluate the proposed methods using theP dis-
tance (see Equation 7). It was used to measure the closeness
of the converted voice to the target voice using the seven voice
conversion methods included in the experiments. TheP dis-
tance was already used in several works about voice conver-
sion [3].

P = 1 −
d(y, ŷ)

d(x, y)
(7)

The closer the converted parameters (ŷ) to the parameters of
the target speaker (y) produces thatP approaches to one. The
distance between source parameters (x) and target parameters
(y) allows to scale theP distance in the virtual path that goes
from source to target parameters.

The differences inP score shown in Table 1 of the methods
under study were not statistically relevant. For that reason we
decided to focus in the subjective results.

The subjective test was conducted with 35 sentences un-
seen during training. 15 volunteers were asked to listen to
the converted-target sentence in random order. Listeners were
asked to judge the similarity of the voices to the target using
a 5-point scale, from 1 (totally different to target) to 5 (totally
identical to target). On the other hand, the listeners were also
asked to rate the quality of the converted sentences from 1 point



P MOS-S MOS-Q
FSOPT 0.41 3.6 2.8
KH3140 0.18 3.6 3.0
KH314 0.17 3.6 2.8
FSKH3140 0.17 3.1 2.3
FSKH314 0.16 3.4 2.3
DUTOIT 0.03 3.4 2.4
GMM 0.28 2.7 2.1

Table 1: P, MOS-S and MOS-Q scores for all systems under
evaluation, target and source voices.

(bad) to 5 points (excellent). The resulting scores for similarity
are shown in the box-plot of Figure 4.

The MOS of similarity (MOS-S) shows that the methods
based on k-histograms have a better similarity to target voice
than GMM and DUTOIT methods. The MOS of similarity and
quality (MOS-Q) is identical to FSOPT. It is an important result
taking into account the privileged information used by FSOPT.

The use of frame selection tends to degrade the similarity
and quality of k-histograms methods, as shown columns MOS-
S and MOS-Q of Table 1. However, there is not an important
degradation depending on the different resolution of our exper-
iments (314 and3, 140 bins).

In the case of GMM transformation the use of frame selec-
tion improves its performance, as shown by Dutoit’s proposal
in our experiments. The similarity improves in0.7 points and
quality in0.3 points.

The Wilcoxon test shows only statistical relevant differ-
ences (p < 0.01) in similarity scores of FSOPT, KH314,
KH3140, FSKH314 and DUTOIT with respect to the other
methods. The quality scores of all methods show statistical
relevant differences (p < 0.01) in the Wilcoxon test, except
between FSOPT, KH314 and KH3140.

Figure 4: MOS of similarity to target voice

5. Conclusions
In this paper we presented a voice conversion algorithm based
on a novel approach using a non-gaussian statistical transfor-

mation function. A second proposed method also incorporates
a transformation based on frame selection.

Subjective experiments show that the method based on a
non-gaussian statistical transformation has a better trade-off of
similarity and quality than the other systems under evaluation,
including our second proposed method that uses frame selec-
tion.

The quantization introduced in the LSF parameters to es-
timate the histograms and to transform source coefficients into
target coefficients did not show an impact in the MOS.

Once that we have proved that k-histograms is a very good
alternative to transform LSF coefficients in voice conversion,
both for their direct use or for selecting target frames, we will
extend the system with state-of-the-art methods to includeex-
citation, so that the quality of the complete voice conversion
system makes it usable.
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