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ABSTRACT

The goal of voice conversion systems is to modify the voice ofa
source speaker to be perceived as if it had been uttered by another
specific speaker. Many approaches found in the literature introduce
an oversmoothing in the target features. Our proposal is theuse of
features produced by the targer speaker without any smoothing to
preserve speaker’s identity. The proposed algorithm combines sev-
eral techniques used in unit selection for text-to-speech.Subjective
and objective results support the proposed approach.

Index Terms— speech synthesis

1. INTRODUCTION

The primary goal of voice conversion systems is to modify thevoice
of a source speaker in order to be perceived as if it had been uttered
by another specific speaker: the target speaker. For this purpose,
relevant features of the source speaker are identified and replaced by
the corresponding features of the target speaker.

In the area of text-to-speech synthesis (TTS) voice conversion
techniques play an important role. Since the output voice ofTTS is
obtained using a large speech database, voice conversion techniques
may convert the output into any other target voice by using just a
small amount of data to find out the mapping function. The later
approach reduces costs and development time.

Several voice conversion techniques have been proposed since
the problem was first formulated in 1988. In this year Abe et al.
proposed to convert voices through mapping codebooks created from
a parallel training corpus [1]. Since then, many authors tried to avoid
spectral discontinuities caused by the hard partition of the acoustic
space by means of fuzzy classification [2] or frequency axis warping
functions [3].

The appearance of statistical methods based on gaussian mixture
models (GMM) for spectral envelope transformation was an impor-
tant breakthrough in voice conversion [4, 5], because the acoustic
space of speakers was partitioned into overlapping classesand the
weighted contribution of all the classes was considered when trans-
forming acoustic vectors. The spectral envelopes were successfully
converted without discontinuities, but in exchange the quality of the
converted speech was degraded by over-smoothing. This problem
was faced in further works [6, 7, 8], while the usage of GMM-based
techniques became almost standard, up to the point that the research
was focused on increasing the resolution of GMM-based systems
through residual prediction [5, 9, 10] in order to improve both the
quality scores and the converted-to-target similarity.

Nevertheless, the problem of creating high-quality voice con-
version systems that could be used in real-life applications has not
been completely solved. At present, there is still a tradeoff between

the similarity of converted voices to target voices and the quality
achieved by the different conversion methods.

Erro et al. [11] presented a new voice conversion technique
called Weighted Frequency Warping (WFW), which combined the
conversion capabilities of GMM-based systems and the quality of
frequency-warping transformations. The aim of WFW was to obtain
a better balance between similarity and quality scores thanprevious
existing methods. At the same time, other authors tried to improve
conventional GMM-based systems by applying frequency-warping
functions to residuals [12]. Both kinds of systems resultedin signif-
icant quality improvements and a slight decrement in the converted-
to-target similarity scores, although they were conceptually differ-
ent.

Speech synthesis with small databases to accomplish voice con-
version without a transfer function was studied in Duxans etal. [10].
Although in this case the output speech waveforms were derived di-
rectly from the target training data, the identity of the target speaker
could not be obtained. The artifacts introduced during the concate-
nation process (due to the reduced size of the database) degraded the
speech signal and made difficult the identification.

Another interesting approach focused in improving target
speaker identity is the frame selection approach proposed by Dutoit
et al. [13]. In that paper the authors propose to find the optimal se-
quence of frame target features in training data reducing the distance
between source converted features by GMM and target features by
means of dynamic programming (the Viterbi algorithm, whichwas
also used in the work of Salor and Demirekler [14]). Sündermann
[12] proposed a similar approach just using the source features
without any conversion.

In this paper we propose a system that goes back to Abe’s pro-
posal, with continuity constraints to avoid concatenationartifacts in
speech. The main goal is to maximise the similarity to targetspeaker
by using features extracted from training data, without anysmooth-
ing process. The already mentioned over-smoothing of othertech-
niques in the literature produces target features that can not be ut-
tered by the target speaker. In order to compare the system’sperfor-
mance, we made experiments with other state-of-the-art techniques:
GMM and WFW.

This paper is organised as follows. In section 2, the three voice
conversion techniques are explained in detail, emphasising the dif-
ferences. In section 3, the results of the subjective test are presented
and discussed. Finally, the main conclusions are summarised in sec-
tion 4.

2. DESCRIPTION OF THE METHODS UNDER STUDY

In this section we describe three methods to perform voice conver-
sion: GMM, WFW, and our proposal, frame selection (FS).



2.1. Voice Conversion using GMM

Assuming that a parallel training corpus is available, the acoustic
vectors of the source speaker,xt, and those of the target speaker,
yt, may be aligned in pairs. Then, a joint-density GMM may be
estimated from vectorszt by means of the EM algorithm, wherezt is
obtained by concatenatingxt andyt. The resulting model is given by
the weightspi, the mean vectorsµi and the covariance matricesΣi

of its m gaussian components. Individual models for each speaker
can be extracted from these parameters, since the mean vectors and
covariance matrices can be decomposed into
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Once the model is trained, it is possible to calculate the proba-
bility that a source vectorx belongs to theith acoustic class (each
gaussian component represents one of them overlapping acoustic
classes):
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whereN(·) denotes a gaussian distribution. In conventional
GMM-based methods, each gaussian component is assigned a sta-
tistical transformation function, so for a given input vector x to be
converted, them probabilitiespi(x) are used as weights for combin-
ing the contribution of all the classes:
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More information about GMMs can be found in [4, 5], with stud-
ies about the dimension of the matrices involved in training. In those
papers some simplifications are proposed to reduce the number of
parameters and the estimation error, such as diagonal covariance ma-
trices.

2.2. Voice Conversion using WFW

On the other hand, Derro et al. [11] proved that high-qualitytrans-
formations were obtained if optimal frequency warping functions
Wi(f) were calculated for each class. Given an input vectorx, the
idea was to apply an individual envelope dependent frequency warp-
ing function for converting it, assuming that vectors belonging to the
same acoustic class probably required similar warping trajectories:

W (x, f) =

m
X

i=1

pi(x)W (f) (5)

The method proposed for estimatingWi(f) consisted of extract-
ing the formants of the spectral envelopes given byµx

i andµ
y

i , and
then searching the correspondence between them in order to estab-
lish a piecewise linear frequency warping function.

2.3. Voice Conversion using FS

In the literature many methods have been proposed using a transfor-
mation function to convert the input source into the target speaker,
such as the methods explained in Sections 2.1 and 2.2. Such manipu-
lation of the input vector of features introduces a smoothing, and the

converted feature vector may not be realizable by the targetspeaker.
Therefore, the voice conversion produces an unreal featurevector.

In this paper we propose a voice conversion method using frame
selection to avoid such effects.

We assume that given a sequence of feature vectors of source
speaker (x) we may find an optimal sequence of feature vectors of
source speaker in training data (x̂) minimising the discontinuities
between the corresponding vectors of target speaker in training data
(ŷ):

minx̂
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The formulation assumes that in the first frame (i = 0) the con-
catenation costd(ŷi−1, ŷi) is equal to0.

The method makes the assumption that the sequence of feature
vectors of source speaker are correctly aligned with the correspond-
ing feature vectors of target speaker in training data. As a conse-
quence, the voice conversion function is just a lookup tableof pairs
source-target feature vectors.

In order to take into account the fact that a source feature vector
may have many corresponding target feature vectors, we introduce a
concatenation cost to minimise discontinuities:d(ŷi−1, ŷi).

The importance of using a concatenation cost can be explained
with an analysis of the dispersion of target feature vectorsgiven a
fixed radius of dispersion for source feature vector, as shown in Fig-
ure 1. This curve was obtained by randomly selecting a frame of the
phone /a/ and searching the k-nearest source feature vectors consid-
ering a maximum allowable dispersion. Then, it is possible to cal-
culate the maximum dispersion of the corresponding target feature
vectors given a radius of dispersion of source feature vectors.
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Fig. 1. Results using real contours.

Figure 1 shows that the maximum dispersion for target feature
vectors is near0.023 considering a maximum dispersion for source
feature vector of0.005. Therefore, the dispersion is higher for target
feature vectors than for close source feature vectors. Thisanalysis
is a measure of the inconsistence of the training data, and the map-
ping function must take into account that fact. The concatenation
cost introduced in our voice conversion method leads the selection
of continuous and consistent source feature vectors.

A problem of computational load arises with the proposed con-
version method: the size of the search space. The amount of frames
in the lookup table is around120.000 for a20 minutes database with



a fundamental frequency of100 Hz (10 ms) using pitch synchronous
analysis. As a consequence, to avoid a high number of available
frames for each framei (see Equation 6) of source speaker, we de-
cided to introduce a clustering of source feature vectors toreduce the
search space.

Given the source feature vector, the closest centroid with the
same phone identity is found. Then, all source feature vectors of
the closest centroid and the corresponding target feature vectors are
included in the search as candidates. Each phone is divided in three
zones: start, medium and end. The phone identity is concatenated
with the zone code to preserve the dynamics of phone evolution both
for source and target frames.

We can summarise that the training process of the proposed al-
gorithm consists of extracting the parallel feature vectors (14th or-
der LSF vectors) of source and target speakers. Then, a clustering of
source feature vectors is performed to reduce the search space in the
voice conversion task.

The voice conversion task uses the Viterbi algorithm to obtain
an optimal sequence of target feature vectors given the source fea-
ture vectors and the target and concatenation costs. Then, the source
speaker excitation obtained by inverse filtering is used to synthe-
sise the converted target voice through the converted LPC filters (ob-
tained through an LPC to LSF conversion).

The fundamental frequency contour of the target speaker is ob-
tained with a renormalization in mean and standard deviation of the
source speaker contour. Finally, the pitch modification is synthesised
using PSOLA.

3. EXPERIMENTS

The audio database used for this experiment contained 150 sen-
tences in Spanish, uttered by two male and two female speakers.
The sampling frequency was16 KHz and the average duration of
the sentences was4 seconds. 80% of these sentences were used
to train the conversion functions. The recorded parallel sentences
were aligned for each pair of speakers using HMM-based forced
recognition. Concerning the dimensioning of the system,8th order
GMMs were estimated from14th order LSF vectors. One male
and one female speaker were chosen as source, and the other two
speakers were used as target, so four different conversion directions
were considered: male to male (m2m), female to female (f2f),male
to female (m2f) and female to male (f2m). 35 sentences unseen
during training were converted and resynthesized for all methods,
and 15 volunteers were asked to listen to the converted-target sen-
tence in random order. Listeners were asked to judge if the voices
belonged to the source, target or a third person using a 5-point scale,
from 1 (identical to source), 3 (a third person), and 5 (identical to
target). The final conversion score was obtained by averaging all the
individual scores. On the other hand, the listeners were also asked
to rate the quality of the converted sentences from 1 point (bad) to 5
points (excellent). The resulting scores are shown in figure1.

A fourth voice conversion method was included in the exper-
iments. It consists of finding the closest feature vector of target
speaker in training data to the real feature vector of targetspeaker.
This voice conversion method that uses privileged information is
namedFSopt. It is a measure of the highest achievable quality and
identity by the proposed method.

The results in Figure 2 show the classic trade-off in voice conver-
sion between identity and quality. The methodsWFW andGMM
have the highest quality. However, regarding to identityFSopt and
FShave the highest identity, supporting the idea of using realfeature
vectors instead of smoothed ones.
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Fig. 2. Identity and quality scores for all systems.

The low quality score ofFSoptshows that although this method
uses privileged information to obtain a high similarity to the LSF pa-
rameters of target speaker, the mismatch between vocal tract (target)
and excitation (source) reduces the quality.

The small differences betweenFS andFSopt show that the dy-
namic programming algorithm achieve a nearly optimal selection of
the sequence of target feature vectors given the source feature vec-
tors.
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Fig. 3. P distance.

An objective experiment was also conducted to measure the
closeness of the converted voice in the four voice conversion meth-
ods included in the experiments. We used theP distance included
in several works of voice conversion:

P = 1 −
d(y, ŷ)

d(x, y)
(7)

The closer the converted parameters (ŷ) to the parameters of the
target speaker (y), produces thatP approaches to one. The distance



between source parameters (x) and target parameters (y) allows to
scale theP distance in the virtual path that goes from source to target
parameters.

The results in Figure 3 show thatFSopt is not as close as ex-
pected to the target voice, due to missing data in the limitedtraining
data. The difference inP parameter betweenFSopt andFS shows
the margin of improvement available using the proposed technique.
However, this difference was not observed into the subjective results,
as show in Figure 2. These results support the fact that subjective ex-
periments must always be performed to obtain a real measure of the
performance of voice conversion algorithms.

The low scores inWFW andGMM show identity problems in
these techniques introduced by smoothing, as was also shownby the
subjective evaluation.

4. CONCLUSIONS

In this paper we presented a voice conversion algorithm thatavoids
the smoothing effects of other proposals in the literature.

Target and concatenation costs are included in the search ofthe
optimal sequence of target feature vectors given the sequence of
source speaker’s feature vectors. Objective and subjective results
show that the proposed technique achieves high similarity to the tar-
get speaker. However, the main drawback is the low quality (2.3) in
a five point scale.

Future work will be devoted to improve the quality of the voice
conversion introducing a mapping in the excitation. In thispaper
the excitation extracted from the voice of the source speaker was
used to synthesise the voice of the target speaker using target LPC
parameters. Mismatches between LPC coefficients and excitation
contributed to reduce the final quality.
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