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Abstract— The goal of voice conversion sys-

tems is to modify the voice of a source speaker

to be perceived as if it had been uttered by an-

other specific speaker. Many approaches found

in the literature introduce an oversmoothing in

the target features. Our proposal is the use of

features produced by the target speaker with-

out any smoothing to preserve speaker’s iden-

tity. The first proposed algorithm combines

several techniques used in unit selection for

text-to-speech. The second one includes an ad-

ditional renormalization stage before the frame

selection algorithm. Objective results support

the later proposed approach.
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1 INTRODUCTION

The primary goal of voice conversion systems is to
modify the voice of a source speaker in order to be
perceived as if it had been uttered by another specific
speaker: the target speaker. For this purpose, rele-
vant features of the source speaker are identified and
replaced by the corresponding features of the target
speaker.

In the area of text-to-speech synthesis (TTS) [7]
voice conversion techniques play an important role.
Since the output voice of TTS is obtained using a large
speech database (at least one hour), the development
of a new voice takes many time and resources. Voice
conversion techniques may convert the output into a
new voice by using just a small amount of data to find
out the mapping function, reducing costs and develop-
ment time.

Several voice conversion techniques have been pro-
posed since the problem was first formulated in 1988.
In this year Abe et al. [1] proposed to convert voices
through mapping codebooks created from a parallel
training corpus. Since then, many authors tried to
avoid spectral discontinuities caused by the hard par-
tition of the acoustic space by means of fuzzy classifi-
cation [2] or frequency axis warping functions [18].

The appearance of statistical methods based on
gaussian mixture models (GMM) for spectral enve-
lope transformation was an important breakthrough in
voice conversion [9, 13], because the acoustic space of
speakers was partitioned into overlapping classes and
the weighted contribution of all the classes was consid-
ered when transforming acoustic vectors. The spectral
envelopes were successfully converted without discon-
tinuities, but in exchange the quality of the converted
speech was degraded by over-smoothing. This prob-
lem was faced in further works [4, 16, 19], while the
usage of GMM-based techniques became almost stan-
dard, up to the point that the research was focused
on increasing the resolution of GMM-based systems
through residual prediction [8, 9, 14] in order to im-
prove both the quality scores and the converted-to-
target similarity.

Nevertheless, the problem of creating high-quality
voice conversion systems that could be used in real-
life applications has not been completely solved. At
present, there is still a tradeoff between the similarity
of converted voices to target voices and the quality
achieved by the different conversion methods.

Erro et al. [6] presented a new voice conversion tech-
nique named Weighted Frequency Warping (WFW),
which combined the conversion capabilities of GMM-
based systems and the quality of frequency-warping
transformations. The aim of WFW was to obtain a
better balance between similarity and quality scores
than previous existing methods. At the same time,
other authors tried to improve conventional GMM-
based systems by applying frequency-warping func-
tions to residuals [15]. Both kinds of systems resulted
in significant quality improvements and a slight decre-
ment in the converted-to-target similarity scores, al-
though they were conceptually different.

Speech synthesis with small databases to accomplish
voice conversion without a transfer function was stud-
ied in Duxans et al. [8]. Although in this case the out-
put speech waveforms were derived directly from the
target training data, the identity of the target speaker
could not be obtained. The artifacts introduced dur-
ing the concatenation process (due to the reduced size
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of the database) degraded the speech signal and made
difficult the identification.

Another interesting approach focused in improving
target speaker identity is the frame selection approach
proposed by Dutoit et al. [5]. In that paper the au-
thors propose to find the optimal sequence of frame
target features in training data reducing the distance
between source converted features by GMM and tar-
get features by means of dynamic programming (the
Viterbi algorithm, which was also used in the work
of Salor and Demirekler [12]). Sündermann [15] pro-
posed a similar approach just using the source features
without any conversion.

In this paper we propose two systems that go back
to Abe’s proposal, with continuity constraints to avoid
concatenation artifacts in speech. The main goal is
to maximize the similarity to target speaker by us-
ing features extracted from training data, without
any smoothing process. The already mentioned over-
smoothing of other techniques in the literature pro-
duces target features that may not be uttered by the
target speaker. In order to compare the system’s per-
formances, we made experiments with other state-of-
the-art techniques: GMM, WFW and the method pro-
posed by Dutoit in [5].

This paper is organized as follows. In Section 2,
the five voice conversion techniques are explained in
detail, emphasising the differences. In Section 3, the
results of the objective tests are presented and dis-
cussed. Finally, the main conclusions are summarized
in Section 4.

2 DESCRIPTIONS OF THE METHODS

UNDER STUDY

In this Section we describe five methods to perform
voice conversion: GMM, WFW, Dutoit and our pro-
posals, Frame Selection (FS) and a novel method
named Frame Selection Warped (FSW).

2.1 Voice Conversion Using GMM

Assuming that a parallel training corpus is available,
the acoustic vectors of the source speaker, xt, and
those of the target speaker, yt, may be aligned in pairs.
Then, a joint-density GMM may be estimated from
vectors zt by means of the EM algorithm, where zt is
obtained by concatenating xt and yt. The resulting
model is given by the weights pi, the mean vectors μi

and the covariance matrices Σi of its m gaussian com-
ponents. Individual models for each speaker can be
extracted from these parameters, since the mean vec-
tors and covariance matrices can be decomposed into

μi =

[
μx

i

μ
y
i

]
(1)

Σi =

[
Σxx

i Σxy
i

Σyx
i Σyy

i

]
(2)

Once the model is trained, it is possible to calcu-
late the probability that a source vector x belongs to

the ith acoustic class (each gaussian component repre-
sents one of the m overlapping acoustic classes):

pi(x) =
αN(x, μx

i , Σxx
i )∑m

j=1
αN(x, μx

j , Σxx
j )

(3)

where N(·) denotes a gaussian distribution. In con-
ventional GMM-based methods, each gaussian compo-
nent is assigned a statistical transformation function,
so for a given input vector x to be converted, the m

probabilities pi(x) are used as weights for combining
the contribution of all classes:

F (x) =

m∑
i=1

pi(x)|μy
i + Σyx

i Σxx
i
−1(x− μx

i )| (4)

More information about GMMs can be found in
[9, 13], with studies about the dimension of the ma-
trices involved in training. In those papers some sim-
plifications are proposed to reduce the number of pa-
rameters and the estimation error, such as diagonal
covariance matrices.

2.2 Voice Conversion Using WFW

On the other hand, Erro et al. [6] proved that high-
quality transformations were obtained if optimal fre-
quency warping functions Wi(f) were calculated for
each class. Given an input vector x, the idea was
to apply an individual envelope dependent frequency
warping function for converting it, assuming that vec-
tors belonging to the same acoustic class probably re-
quired similar warping trajectories. A full explanation
of the method is shown in Erro’s PhD Thesis [6].

2.3 Voice Conversion Using the Method

Proposed by Dutoit

A new scheme for voice conversion was presented by
Dutoit [5]. The algorithm proposed is a mixture be-
tween GMM and a frame selection method (FS). Voice
conversion using frame selection uses a similar ap-
proach to unit selection, a commonly used technique in
text-to-speech synthesis. In this case, the features of
each frame are used to resynthesize the target speaker
given an excitation signal using a filter, emulating the
concatenation process of unit selection. The filter’s co-
efficients are obtained from the features of the frame
(for example, an LSF to LPC conversion) [7].

The method is based in two main steps, a GMM
stage followed by a FS stage. Initially, the algorithm
obtains the LSF parameters for each frame (x). These
parameters are transformed through a GMM model,
and a new set of parameters (ŷ′) are obtained. These
are the transformed parameters using the GMM ap-
proach. The following step takes ŷ′ and finds the
closest target vectors into the training set. Then, a
frame selection algorithm is used to find the optimal
sequence of target parameter vectors(ŷ). In this pro-
cess both target and concatenation costs are taken into
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Figure 1: Model developed by Dutoit

account, favouring the selection of consecutive frames
to minimize discontinuities. An scheme of the voice
conversion method proposed by Dutoit is presented in
Fig. 1.

2.4 Voice Conversion Using FS

Voice conversion techniques that do not use frame se-
lection introduce a smoothing in the parameter esti-
mation, and the converted feature vector may not be
realizable by the target speaker.

In this paper we propose two voice conversion meth-
ods using frame selection to avoid smoothing effects.
The first approach assumes that given a sequence of
feature vectors of source speaker (x) we may find an
optimal sequence of feature vectors of target speaker
in training data (ŷ). The optimal sequence is ob-
tained using the following formulation, which assumes
that in the first frame (i = 0) the concatenation cost
d(ŷi−1, ŷi) is equal to 0:

minŷ

[∑
i

d(xi, x
train
j ) + d(ŷi−1, ŷi)

]
(5)

In this expression, d(xi, x
train
j ) represents the tar-

get cost which measures the distance between the
source parameters of ith frame and the source param-
eters of jth frame in the training set. In this way we
find appropiated converted target parameters assum-
ing that closer source parameters imply closer target
parameters. In this approach it is necessary to have
temporally aligned source-target parameters vectors.
The acoustic parameters included into the target cost
are LSF, energy, fundamental frequency and phone
identity (each phone is divided in three zones: start,
medium and end). The phone identity is concatenated
with the zone code to preserve the dynamics of phone
evolution both for source and target frames.

The concatenation cost d(ŷi−1, ŷi) minimizes the
discontinuities between adjacent frames, and also
favours the selection of consecutive frames. The pa-
rameters listed above are weighted to normalize their
effects, and the weights are manually chosen using a
subjective listening.

Therefore, the selection of the optimal sequence of
target parameters is based on the sequence of source
parameters, and the optimization is performed using
the Viterbi algorithm.

A problem of computational load arises with the
proposed conversion method: the size of the search
space. The amount of frames in the lookup table is
around 60.000 for a 15 minutes database using pitch

Figure 2: Method based on Frame Selection

synchronous analysis. As a consequence, we decided to
introduce a clustering (k-means) of source feature vec-
tors to reduce the search space. In this way we avoid a
high number of available frames for each frame i (see
Eq. 5) of source speaker.

We can summarize that the training process of the
proposed algorithm consists of extracting the parallel
feature vectors (20th order LSF vectors) of source and
target speakers. Then, a clustering of source feature
vectors is performed to reduce the search space in the
voice conversion task.

The steps of the complete frame selection algorithm
are: given the source feature vector, the closest cen-
troid with the same phone identity is found. Then,
all source feature vectors of the closest centroid and
the corresponding target feature vectors are included
in the search as candidates.

The voice conversion task uses the Viterbi algorithm
to obtain an optimal sequence of target feature vectors
given the source feature vectors and the target and
concatenation costs. Then, the source speaker excita-
tion obtained by inverse filtering is used to synthesize
the converted target voice through the converted LPC
filters (obtained through an LPC to LSF conversion).

The fundamental frequency contour of the target
speaker is obtained with a renormalization in mean
and standard deviation of the source speaker contour
in the log-scale. The pitch modification is synthesized
using TD-PSOLA [10, 18].

2.5 Voice Conversion Using Frame Selection

Warped FSW

The following algorithm tries to overcome some lim-
itations of the method proposed in Section 2.4, such
as acoustic discontinuities and abnormal trajectories
of line spectral frequency parameters.

A study of the acoustic parameters showed that the
use of an euclidean distance may generate problems in
the frame selection process. Figure 3 shows the LSF
parameters along the time of four aligned sentences.
The first three sentences correspond to source, target
and voice converted using FS, from top to bottom. In
source and target sentences the behavior of the param-
eters is very similar, but in the FS converted sentence,
the behavior is very different.

In this paper we propose to employ a mean and stan-
dard deviation normalization for each LSF parame-
ter. The mean and standard deviation parameters are
unique for each speaker.

This voice conversion step may be thought as a fre-
quency warping to move the formants of source speaker
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Figure 3: LSF trajectories of Source, Target , FS and
FSW converted sentences.

towards the target formant position. For example,
Fig. 4 shows the warping function from a Female
Speaker into a Male Speaker in continuous line. The
warping function that does not make any frequency
changes is shown using a dashed line to ease the visu-
alization of the warping process.
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Figure 4: Warping function proposed.

The new proposed conversion scheme consists in
performing a renormalization of source LSF param-
eters before the frame selection algorithm explained
in Section 2.4. The statistical parameters for the
renormalization (mean and standard deviation) are
obtained from all frames in training data (without
silent frames).

The result of the new algorithm is shown in the last
aligned sentence of Fig. 3. The LSF parameters of
the converted sentence have a similar behaviour com-
pared with the trajectories of source and target LSF
parameters. Figure 5 shows a zoom of a region where
the advantage of the proposed method is evident. The
proposed method (in the same way as Dutoit’s algo-
rithm) has two stages:

• The first stage makes a transformation using the
mean-standard deviation. The LSF parameters
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Figure 5: Zoom in a region of sentences when the ad-
vantage of proposed algorithm is shown.

of source speaker x are transformed into ŷ′.

• Then, the converted LSF parameters ŷ′ are
transformed using a second stage based on frame
selection to obtain a new set of parameters ŷ.

Although both methods have a second stage based in
frame selection, the number of parameters is reduced,
and the estimation of the parameters is more accurate.
For example, Dutoit’s proposal needs 5120 parameters
(assuming 32 gaussians multiplied by 20 LSF parame-
ters multiplied by 2 directions multiplied by 4 vectors,
with diagonal covariance matrices) versus 80 parame-
ters of our proposal.

In the proposed approach is not necessary a tempo-
ral alignment of source and target frames, compared
with the algorithm of Section 2.4. The frame selection
is performed using the converted LSF parameters ŷ′

in the optimization formulation of Eq. 5. In this case,
xi does not correspond to the source LSF parameters,
but to their converted counterpart ŷ′ , and xtrain

j are

the training LSF target parameters ytrain
j .

Figure 6: New model proposed

In order to improve the method, we performed an
automatic weigth adjustment. We used an approach
of text-to-speech synthesis: MultiLinear Regression
(MLR) [3].

3 EXPERIMENTS

The audio database used for this experiment contained
200 sentences in Spanish, uttered by two male and two
female speakers. The sampling frequency was 16 KHz

420



Figure 7: Architecture of FSWopt

and the average duration of the sentences was 4 sec-
onds. 50% of the sentences were used to train the con-
version functions, while 30% were kept as evaluation
set (to tune model parameters) and 20% were used to
perform objective test.

One male and one female speaker were chosen as
source, and the other two speakers were used as tar-
get, so four different conversion directions were con-
sidered: male to male (m2m), female to female (f2f),
male to female (m2f) and female to male (f2m). 38
sentences unseen during training were converted and
resynthesized for all methods.

A sixth voice conversion method was included in the
experiments. It consists of finding the closest feature
vector of target speaker in training data to the real
feature vector of target speaker. This voice conversion
method based on FSW that uses privileged informa-
tion is named FSWopt. It is a measure of the high-
est achievable quality and identity by the proposed
method.

The results will be shown using box-plots [17]. This
representation is an useful statistical tool to compare
several statistical distributions. In our case we will
use it to compare the distribution of the scores of the
different systems to study the significance of the dif-
ferences.

3.1 Objective Results Using P Distance

The P distance was used to measure the closeness
of the converted voice to the target voice using the
six voice conversion methods included in the experi-
ments. The P distance was already used in several
works about voice conversion [8, 13]:

P = 1−
d(y, ŷ)

d(x, y)
(6)

The closer the converted parameters (ŷ) to the pa-
rameters of the target speaker (y) produces that P ap-
proaches to one. The distance between source param-
eters (x) and target parameters (y) allows to scale the
P distance in the virtual path that goes from source
to target parameters.

The results in Fig. 8 show that FSWopt is not as
close as expected to the target voice, due to missing
data in the limited training data.

The difference in P parameter between FSWopt

and FSW shows the margin of improvement available
using the proposed technique.

The lower score in GMM, WFW and DUTOIT

shows identity problems in these techniques intro-
duced by over-smoothing. FSW only scales and trans-

Figure 8: P distance.

lates each LSF parameter using the warping function,
without introducing any averaging.

FS obtains the worst objective score using the P
distance, which shows the impact of the incorrect tra-
jectories in the quality of the chosen LSF parameters.

3.2 Objective Results Using a Small Speaker

Verification System

In order to validate the results of the first objective ex-
periment, we made a second experiment using a small
speaker verification system based on a GMM model
[11]. MFCC coefficients are used to code the voice
signal using a framing each 20ms. Two GMM mod-
els were trained using evaluation data to build source
and target models. Given an utterance of a converted
voice, these models may be used to establish the close-
ness to source and target. The substraction of the log-
likelihood of source and target models is an indicator
(score) of the performance of the conversion. A posi-
tive score indicates a good conversion, while a negative
score is an indicator of closeness to source voice model.

The Fig. 9 presents the results of the different algo-
rithms. Real source and target audio scores were also
included to show the operation of this performance
measurement method. The methods are ordered ac-
cording to the median of the scores. The results show
that the proposed method (FSW) has the higher per-
formance without using privileged information.

4 CONCLUSIONS

In this paper we presented a voice conversion algo-
rithm that avoids the smoothing effects of other pro-
posals in the literature.

Target and concatenation costs are included in the
search of the optimal sequence of target feature vec-
tors given the sequence of source speaker’s feature
vectors (FS method). We also propose to use a se-
quence of converted source speaker’s feature vectors
(FSW method) using a warping function. Objective
results show that the later proposed technique achieves
a higher similarity to the target speaker, as expected
due to the better trajectories observed in converted
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Figure 9: Second objective test.

voices.
Future work will be devoted to improve the qual-

ity of the voice conversion introducing a mapping in
the excitation. In this paper the excitation extracted
from the voice of the source speaker was used to syn-
thesize the voice of the target speaker using converted
target LPC parameters. Mismatches between LPC co-
efficients and excitation contributed to reduce the final
quality. We will also study new ways to obtain con-
verted voices using a more complex warping function
without introducing smoothing.
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versitat Politècnica de Catalunya), 2006.

[9] A. Kain. High resolution voice transformation. In
PhD thesis, OGI - OHSU, 2001.

[10] E. Moulines and F. Chanpentier. Pitch syn-
chronous waveform processing techniques for
text-to-speech synthesis using diphones. In Speech
Communication, 1990.

[11] D. A. Reynolds. Speaker identification and verifi-
cation using gaussian mixture speaker models. In
Speech Communication 17, pages 91–108, 1995.

[12] O. Salor and M. Demirekler. Voice transfor-
mation using principle component analysis based
LSF quantization and dynamic programming ap-
proach. In Proceedings of Interspeech 2005, pages
1889–1892, 2005.

[13] Y. Stylianou, O. Cappe, and E. Moulines. Contin-
uous probabilistic transform for voice conversion.
In Proceedings of ICASSP, volume 6, pages 131–
142, 1998.

[14] D. Sundermann, H. Hoge, A. Bonafonte, and
H. Duxans. Residual prediction. In Proceedings
of the IEEE Symposium on Signal Processing and
Information Technology, pages 512–516, 2005.

[15] D. Sundermann, H. Hoge, A. Bonafonte, H. Ney,
A. Black, and S. Narayanan. Text-independent
voice conversion based on unit selection. In Pro-
ceedings of the IEEE International Conference on
Acoustics, Speech and Signal Processing, 2006.

[16] T. Toda, H. Saruwatari, and K. Shikano. Voice
conversion algorithm based on gaussian mix-
ture model with dynamic frequency warping
of STRAIGHT spectrum. In Proceedings of
the IEEE International Conference on Acous-
tics, Speech and Signal Processing, pages 841–844,
2001.

[17] J.W. Tukey. Exploratory data analysis, addison-
wesley. 1970.

[18] H. Valbret, E. Moulines, and J.P. Tubach. Voice
transformation using PSOLA technique. In
Speech Communication, volume 1, pages 145–148,
1992.

[19] H. Ye and S. Young. Quality-enhanced voice mor-
phing using maximum likelihood transformations.
In IEEE Transactions on Audio, Speech and Lan-
guage Processing, volume 14, pages 1301–1312,
2006.

422




