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Abstract—Nowadays there are many people suffering from Thus, a considerable number of instructions and a significan
hearing impairments. The high cost of assistive listening evices amount of memory is required to apply this method. On the
leaves out of reach for many people a technological solution her hand, noise reduction techniques using Waveleti&h],
The main goal of this work is to carry out an analysis of . . . S
noise reduction methods. This study is focused on selectirand [6] require ‘T’I doma_'n tranSfor_mat'c_m Wh'_Ch involves a large
imp|ementing a denoising a|gorithm in a low-cost hearing ad number Of Instructions. But, |f It Is deSIred to perform an
device. Also, digital signal processing techniques are appd to implementation of these techniques in a low cost DSP device,
obt.ain.basic fe.atures of a high-end assistive listening d®e. |imitations appear due to processing time and memory usage.
Objective experiments are performed to analyze the perforrance Thus, a reasonable choice to improve the SNR is the cross-
of the system. . . . S .

Index Terms—Assistive listening device, digital signal process- Correlf’:ltlon algorithm [7], Wh'ch also operateslln time dltmma.
ing, SNR improvement, dsPIC. A similar approach was used in [8] to determine the direction
of arrival of a signal on a microphone-array using a low-cost
hardware based on dsPIC devices.

The goal of the present paper is to implement a technique
EARING impairments are conditions that affect an imto improve the output signal to noise ratio of a digital absis
portant percentage of the Society. Several techniquéstening device implemented in a low cost digital signal

have been developed to assist people with hearing impairocessor. Algorithms are implemented in a DSP device from
ments. Such techniques have been used to design seversl tyyierochip. The chosen device is the dsPIC33FJ128GP802 [9].
of assistive devices, for instance, headsets. Some of thes®he paper is organized as follows. In Section Il the most
devices are developed by Widex [1]. This company offeimportant features of three classical denoising algoritare
several types of products, from analog headsets (in somesented, focusing on hardware requirements. Section IlI
cases only a fixed-gain amplifier) to devices based on digifgfesents the developed hardware and depicts the implementa
signal processors, which are capable of obtaining betsedtee tion of the algorithm used to improve the SNR of the system.
than the analog devices. Actual devices perform tasks liBection IV describes the carried out objective experiments
voice compression, noise reduction and dynamic equadizati Finally, Section V summarizes the conclusions of the work
among others. The most important contribution of this kindnd provides future research lines.

of devices is the potential solution for each particularrimep
impairment condition by customizing it to a particular user

A vital feature to improve the performance of an assistive Digital assistive listening devices [1] are the best soluti
listening device is the signal to noise ratio (SNR). This pd0r People with hearing impairments. These solutions asetia
rameter measures the relation between the power of a des®8ddigital signal processors, which process the sounds to be
signal to the power of background noise. perceived by a person with a specific hearing impairment. The

There are several algorithms to improve the SNR of a signgain features of a hearing aid of that family are:

One of the most W|de|y used is the Singu|ar value decompo-. Soft sound ampllfler It allows the user to perceive soft
sition (SVD) method [2], [3]. This technique decomposes a sounds associated to weak or distant speech.

signal to obtain its singular values. Then, it considerg tha  Audibility extender. This is the most important function-
the higher singular values are associated to the desiredlsig  ality. It allows the user to hear sounds spectrally placed
while the lower singular values are related to noise. Thus, into the band where he/she has an impairment.

the signal is reconstructed using the highest singularegluAlthough there are several features that improve the usabil
Consequently, the reconstructed signal has less noisetltteanof a hearing aid device. It is vital to maximize the comfort of
original. The main limitation of this technique is the diffity the user, thus it is necessary to maximize the signal to noise
to obtain the singular values using a matrix representaifonratio (SNR) of the output signal. In the next subsectionghre
the signal, which is generally done using a Toeplitz matrixf the most widely used algorithms are studied.

|I. INTRODUCTION

II. NOISE REDUCTION ALGORITHMS



. " X TABLE |
A. Singular value decomposition algorithm MEMORY REQUIREMENTS TO IMPLEMENT THESVD DENOISING

Noise reduction using the singular value decompositioﬁLGOR'THM’FORAFSUIELEZ'\Z/ED?:A/EL'E“";ELE&ET'I\SQT'ONANDAREDUCED
algorithm is a method based on a matrix representation de-

composition of a signal. This technique models the signal as Full SVD || Truncated SVD
a matrix A, which is decomposed to obtain an aproximation in Variable Size Size
three matrice¢/, ¥ andV. Thus, thep highest singular value input signals(n) 2. N 2. N

are associated to the desired signal, while the lower samgul A N-N p-N
value are considered related to noise. Suppose we want to U N-N N-p
apply noise reduction to a signa{n), which has a length of 3 N-N DD
N=256 samples. The first step of this method is to obtain a Vv N-N N -p
matrix model of the signak(n). It is done by obtainingA, denoised signas (n) N N

the Toeplitz matrix ofs(n), which is a/N - N square matrix.
Each row of this matrix is obtained by left-shifting the fitét

elements ofs(n). A more detailed description of this matrixajso the computational load of the procedure for obtaining
representation is presented in [3]. Ondeis obtained, it is the singular values of the matrix is very high. For example,
necessary to obtaill, ¥ and V' matrices, so that: given a signals(n) of N samples? - N samples are needed
to generate the Toeplitz matrix. Once the Toeplitz matrix
A=U-%-Vv" (1) has been generated, singular valuesdofust be obtained.
Then, depending on the level of required truncatiéh,
and V matrices must be obtained. The last step consists
of applying the operation of Eq. (3), and to synthesize the
denoised signat(n). The minimum memory requirements for
this implementation are detailed in the second column ofeTab

WhereU and V' are unitary matrices antl is a diagonal
matrix, which is composed of the singular valuesAfThe
definition of Eq. (1) corresponds to the classic definitioraof
full range matrix. IfA had been a matrix af/ - N dimensions,
the maximum rank would beaink(A)=R<M. Then, Eq. (1) can

.
be expressed as: (
P In the second column of Tablell, ¥ andV matrices were

r . estimated of dimensiolV- NV, allowing to denoise low levels of
A= Z TR ULV (2) noise without degrading the signal. Also, the first row of [€ab
k=1 | shows tha. N samples are required for/d samples signal
whereu,, is thekt" column of thel/ matrix: v, k%" column to generate the Toeplitz matrix. The amount of data required

: , . . i i 2
of the V matrix, andoy, are the first- singular values sorted in {0 génerate the matrices and vectors is abott” + 3.N. If
a decreasing order. Then, due to rank(A)=r, and, o, o:.... the implementation is done usii® bitsdata, inlong format,

. k y 1 ” " ety _ 2 _
om are zero. If we consider that the- p last singular values andN - 256: (4 X N*+3- N)_' 2 = 525824 bytes of data are
are very small, we could truncate Eq. (2) assuming p required, which is an excessive amount of memory for a DSP.
then: In order to reduce the memory requirements, it is possible to

determine a maximum value @f This limitation produces an
. P important reduction in the memory space required. Then, for
p<r: A= Z oRuRvk” (3) N =256 andp = 50, the variables have sizes as presented in
k=1 the third column of Table |. Under the conditions establishe
This new matrix A has rankp, and is called low rank in the third column of Table I, the memory requirements of
approximation. Also, it is the best approximation fowith the SVD algorithm are arounir736 bytes. Although, in this
a p rank matrix in the sense of mean squared error. In noi§@nditions the memory usage is considerably reduced, there
reduction, the highest singular values are associated @o @€ Not low-cost DSP witlbi8K'B of data memory. Also,
desired signal, while the lowest singular values assatiaf'® Processing time associated with the required opesation
to the noise components. Then, truncating the number i§fVery high for real-ime work, which in addition discards
singular values is equivalent to filter components of a digndhe Possibility of working with an external memory. Also, te
There are several criteria to determine the new rankhey COmputational load of this implementation is very high,shu
are based on a estimation of the noise contained by t§g10t Possible to implement it for working in real-time.
signal. Consequently, the signal is filtered by truncating t _
corresponding singular values. It should be noted that thS Wavelets filtering
truncation of an excessive amount of singular values géegera Wavelet analysis is a relatively mature filtering method,
a degradation in the desired signal. Therefore, it is necgssit has good local behavior in time-frequency. Also, it has
to control truncation in order to avoid degrading the dekirean inherent advantage dealing with non-stationary signals
signal. Wavelet noise filtering algorithms [5], [6] can be divideddn
The main limitation of this technique is the amount ofwo steps: filtering and signal reconstruction. The firsgsta
required memory to implement th€, > and V matrices. decomposes the noisy signafn) using a suitable wavelet



TABLE I TABLE Il

MEMORY REQUIREMENTS TO IMPLEMENT A DB} WAVELET DENOISING. MEMORY REQUIREMENTS TO IMPLEMENT A CROSSCORRELATION
DENOISING.
Stardard Optimized . i

Variable Size Size . . Varl.able Size

input signals(n) N N left and rigth input signal§sz (n) sgr(n)) 2-N

W NN 1N crosscorrelation result vector 2-N

analysis and synthesis coefficienF§ 8- N 8- N averaging result vector (denoised sigsgh)) N
denoised signak(n) || N N
U.T

. . - 0y = sin~ (= 4
base. Also, this stage processes the high frequency ceeffici ® ( D ) “)

of each layer using the corresponding threshold. The secondvhere v is the speed of sound, and the time that the
stage, recovers the processed sigs(al). The data memory signal requires to travel the distance Then, once a value
requirements of a noise reduction algorithm using waveleds s obtained in the rangeT < 7 < T', DOA can be estimated.
shown in Table II. In this papers is used to determine the displacement between

Second column of Table Il shows that the memory requirgignals. Then, one of the signals is shifted the numbef
ments areV - N +10- N, which for N = 256, using16 bits samplesd = -, where T} is the sampling period. In this
long format data, require$37K B of data memory. Also, the work, 7 is determined by maximizing the cross-correlation
third column of Table II presents the memory requeriments(r) (see Eq. (5)) betweei;(t) and X»(¢), which are the
for an optimized implementation of a wavelet noise redurcticsignals acquired by each microphone.

algorithm. In this case, the coefficient matrix was reduced t

four vectors of lengthV. Thus, the memory requirements are B(r) = 1 NﬁlX X 5
4-N +10- N = 7KB. These amount of memory can be (m) = N z; 1) Xa(t +7) )
t=

more than the RAM available for a low-cost DSP. Then, it .
is necessary to implement a noise reduction method whichWhere®(7) is a vector of2- NV — 1 elements.

utilizes less amount of data memory. Then, assuming that the signal that arrives to both micro-
phones is the same, if this maximum valuedgfr) coincides
C. Crosscorrelation algorithm with the center of the obtained vector, both signals wereisim

Methods presented in the Subsections II-A and II-B artg\neously received by the microphones. But, if the maximum
. . . value of the result does not match the center of the cross-
algorithms to improve the SNR of a signal by means o . L :
! AR correlation vector, it is possible to conclude that the aign
monoaural techniques, but data memory limitations and pro-

cessing time exist. Hence, due to these restrictions one h&s_arnved with a time differenceto each microphone. The

the best methods to improve the SNR is the cross-correlation U™ de!ay { = 1) between microphones IS estabhshed

. : . by the sampling frequency of AD converters, which determine
algorithm [7], [8], which allows us to improve the SNR bythe sampling period’
using two monoaural systems as an array of mmrophonesOnce the resulting cross-correlation vector is obtainked, t

This algorithm is used in array systems to determine th . .
9 Y sy fistanced = 7- between the position of the maximum and

arrival direction of a wave. It can also be used to improve tqﬁe center of ihe cross-correlation vector determines éiavd

reception SNR of the array. In this case, the cross-coioelat . : ; .
: . : . between received signals. Then, this method averagesghe si
algorithm is used to improve the SNR of the synthesized audio . . .
. . . nal received by each microphone to improve the performance
The system is based on the calculation of the cross-cdoelat . : . . o
: . L of the total received signal. To perform this operation,sit i
between the signals acquired by each receptor, in this eate e : ) )
i ; necessary to shift one of the received vectors in order to
microphone. Figure 1 shows an scheme of the proposed arra . . . :
of microphones compensate the difference in the arrival time Once the

signal has been shifted, both signals can be averaged, aimd wi
additive white gaussian noise (AWGN), the resulting signal

Ly 2 o has an improvement in the signal to noise ratio. For an array
2‘ 1 / of two microphones the improvement in the SNR is 3dB for
S S levels of input noise higher than 0.01Vpp. For lower values
of input noise, the improvement is less evident, because the
Fig. 1. Scheme of the array of microphones. levels of noise are negligible with respect to the signaélev

In Table 1ll the memory requirements are presented for an
This method is based on the fact that the signal from tlmplementation of the crosscorrelation algorithm applited
directiond; arrives at the microphone 1, then travels a distant&o input signalss;,(n) andsg(n) of length N.
¢ and, is received by the microphone 2. Singex D.sinf,, According to Table Ill for N = 256, the data memory
the direction of arrival (DOA) can be determined using theequirementi®560 bytes, which is an amount of data memory
Eq. (4). available in most commercial low-cost DSP. By comparing the



obtained result it can be seen that the crosscorrelatiooisien of signal also changes. The best way to solve this problem is
ing algorithm is the best choice to carry out an implemeatati to use an automatic gain control system, which amplifies the
in a low-cost dsPIC. The hardware used for the implementatitevel of the signal, maximizing the use of the AD converter
of the algorithm is presented in the next section. input range. Consequently, the weakest sounds are amplified
by a higher factor, while the loudest sounds are amplified by a
lower factor. Then, this stage solves the problem of peetkiv
The performance of studied methods was measured usiQ8ak or soft sounds.
MATLAB. The algorithms with the best SNR improvement The implementation of the AGC system was made using two
were wavelets denoising and the cross-correlation meth@gbcks. The first one, uses a PIC12F683 to acquire the audio
Based on results obtained from the resources analysis of g@nm and applies the Automatic Gain Control algorithme Th
section Il, the cross-correlation noise reduction aldonitvas output of this stage has pulse-width modulation (PWM), and
chosen for the implementation. In the next subsection, thes ysed to control the gain by means of the second block:
implemeted hardware and software are presented in detaila voltage controlled amplifier. Then, the audio signal énter

A. Hardware developed the filter stage is amplified using a factor determined by the
AGC algorithm.

The main goal of the proposed digital assistive Iistening 4) Digital signal processor:The digital signal processor

device_ Is t_o process sounds that are perceived by a persbn WIéed in this project is the dsPIC33FJ128GP802. The relevant
a hearing impairment, so they can be heard more naturalgy. a}tures of this low cost DSP are listed below:
-8 :

system is based on a dsPIC33FJ128GP802, a digital sign ) ) )
processor of Microchip. The most relevant features of the* 40KB of program memory. This makes it suitable for
implemented system are listed in the next subsections. use with cross compilers. o

o 16KB of RAM. 2KB are shared with direct memory

1) Microphone preamplifier: When the voice signal is
extracted from the microphone, it has a very low level. Then, @acceSSDMA) buffer as dual ported RAM.
Up to 40 MIPS operation.

it is necessary to amplify the level of the signal for the next ® RS i
stages. o Low cost Its price isUS$ 4, much lower than a classic
2) Antialiasing filter: In order to limit the bandwidth of DSP.

the signal for sampling, an antialiasing filter is impleneght ~ * 16-bit wide data path .
The filter parameters are obtained from specifications of the® 12-bit@500ksps integrated analog-to-digital converter

Il. | MPLEMENTATION

digital signal processor. In this case, the sampling fraqués (ADC_:)' _ .
16KHz and the AD converter has a resolution of 12 bits. Then, * %SA%;@lookSps integrated digital-to-analag converter

the maximum stop frequency is 8KHz, and the rejection in ) . ,
the stopband must be at least 72dB. These filter specifisation® Serial Peripheral Interface (SPI). This allows the com-
can be satisfied synthesizings4 order elliptic Sallen-Key munication between the DSP and several peripherals.
filter. In this case, in order to reduce discrepancies batwee It should also be noted that the documentation about the
the theoretical and the implemented model, the problem wisécrochip devices and their libraries is available on theeiin
faced using the MAX7404 [10], ast" order, lowpass, elliptic, net without any cost. The dsPIC33FJ128GP802 allows running
switched-capacitor filter. This integrated filter is config@iby multiple taskssimultaneously which is a great advantage. In
means of an oscillator, which defines the cut-off frequerfcy this particular case those tasks are the acquisition ofuhret
the filter. There are two ways to configure it: data segment and the processing of the previous one. This is
. External oscillator: In this case, the cut-off frequerfgy, accomplished using the DMA module of the device [9], which
is defined by means of an external oscillafgs,, which OPerates mc_iepe_ndently from the main processor. As a result
must be tuned ago;c = 100. feys- the processing time of each segment is reduced to almost half
. Internal oscillator: This configuration uses an extern&onsidering the fact that the main goal of the project is to
capacitor to define the frequency of an internal osciflevelop a device that works in real time, this time savingfis o

lator, and consequently sets the cut-off frequency 4&mostimportance. Another aspect to be taken into accsunt i
fout|[KHz] = 1861.1003 , with C,. defined in pF. the utilization of DMA techniqu_e;, yvhic_h increa_se the syste
Hose L . R rformance, because they minimize interruption sourkes.
Other advantages of this integrated filter is the increas . )
er words, peripherals perform the data transfer usieg th

consistency. This is due to the reduction of the number .
. . MA module, and delays are not added to the main program
discrete components, which have a tolerance of up to 20%

Also, the reliability of the system is incremented. It is sedt execution. In particular, the reduced times are:
consequence of the reduction in the number of connections Processing time of the interruption routine.
between components. « System stack accessing, read and storage time.

3) Automatic gain control (AGC)Once the signal is fil- * Access time to peripherals.
tered, it is necessary to adjust its level to fit the AD corefert In this case, an audibility extender[1] is implemented gsin
input range. In addition, since the distance between the rttie SPINC function [11]. This device can be adapted to
crophone and sound source changes along the time, the lékel needs of each individual user, by simply changing the



compression factor value and the displacement to be masdeveral types of peripherals. Another advantage is thibiws
Because the chosen dsPIC does not have hardware suppott tbansfer data with a speed up to 10Mbps, which is a critical
perform fast floating-point operations, those operationstm factor to obtain a real time final system. Thus, the right ear
be emulated in software, which greatly decreases perfarmansystem was configured as SPI master, and the left ear device
Hence, the FFT algorithm was adapted to work in 16-bit fixeés SPI slave. The communication was established using the
point arithmetic using magnitude scaling. SPI Framed mode [9], [12].

The processing time of the compression algorithm is In this configuration, the system frequency of each dsPIC
Tspinc = 0.29ms significantly less than the one for themust be exactly the same. Thus, an external cristal was osed t
FFT and IFFT algorithms1(85ms and 1.83ms respectively) generate the clock signal of the master device. The samalsign
in both configurations. was used also as external clock signal of the slave device. A

Times were measured using #sqmpring = 16.288K Hz, critical consideration must be done to connect the osoilltat
and in these conditions it is possible to see a differentiee slave device: the effect of the input capacitance of Hie g
between the acquisition and processing timEsM2ms and where the clock signal is injected. This capacitance is & th
3.97ms respectively). This difference occurs because the tasisler of 60pF. In addition, there is a capacitance due to the
run in parallel, so the total processing time of the systeshielded cable used to connect the device, so that an eguival
is regarded as the greatest of them, which in the case oafpacitance of around 70pF appears. This capacitancdsaffec
segments of N=256 samples ig:,; = 15.72ms. Another the system frequency of the master device. This problem was
aspect to consider is the amount of necessary RAM aadlved connecting a 8,2pF serial capacitor to the cablen,The
program memory, which remains low. There is a limitatiothe resulting capacitance is reduced and the master clocks
due to the amount of DMA memory available (in this case isormally operates. Caution must be taken about the level of
2KB), which is fully utilized. This imposes a limitation ohe input clock signal amplitude on the slave device. An scheme
maximum performance that can be obtained from the systeafi.the resulting system is presented in Fig. 3.

5) Output stageThe DA converter has differential outputs.

SPI

Then, it is necessary to obtain the difference of both sgnal ‘ Communication|

to take advatage of the benefits of this type of output. This is st | cou s | Slave
made using a stage composed by two operational amplifiers, :

which also amplifies the synthesized signal, so it can be t SPRTRLE, S
properly perceived. mitophone microphone  Headphones

Figure 2 shows a block diagram of the implemented system. _ _ o
Fig. 3. Implemented architecture. The clock signal of thesteradevice is

fffffffffffff | used to excite the slave device. This is done to synchroruzie devices.

! [

: /zgm?tsisggirg—' Digil [ Once the systems are synchronized and the communication

| ¥ prﬂggior : is _established, the cross-corr_elation method must be em_)pli

: p— lepcasrrizsareod to improve t.he SNR of the 5|gnal. Thg proposed algorithm

| filter : operates using the vector received via SPI and the vector

| f v | acquired by the AD converter of the slave device.

: n;rig;orﬁgﬁﬁn:r Zgggt | In the implemented configuration, the master transmits a

| L : vector of2. N s_amples for (_each frame, with N defined sis=

- *Mi;mpho;e* T renonones 256. The receiver uses thIS vector, and the vector of the last
3.N samples acquired via the AD converter to carry out the

Fig. 2. Block diagram of the implemented system. improvement of the SNR from each frame.

Once the data was received, two pointers are defined. The
o ) _ ) first pointer, calledpy, points to the middle of the acquired
B. Description of the algorithm implementation vector, while the second pointep,{ccption) points to the
The cross-correlation algorithm uses the signal receivedmple in the positionV/4 of the received vector. The
from multiple receivers (in this case two microphones) tproposed structure is presented in Fig. 4.
improve the SNR. In order to carry out the improvement, The N first elements from each pointer, are cross-correlated
the next architecture composed by two systems presentedusing the VectorCorrelate() instruction of the C30 Micripch
subsection IlI-A was defined. The basic system associatedLibrary [13]. The result of this operation is stored into atce
the right ear microphone, transmits data via SPI to the basit2/N — 1 elements. If the maximum value of this resulting
system associated to the left ear microphone. Once the slatadctor is placed in the center of them, then both signals do
received, the cross-correlation algorithm is applied iodata not have a delay. But, if a difference af samples exists
acquired by the AD converter of the receptor. In order to talkeetween the center of the resulting vector and the position o
advantage of the DSP, this link is established using thalserthe maximum value, then both signals have a delay of around
peripheral interface (SPI) module [9], [12] of the dsPICisTh = d.T, whereT; is the sampling period. A representation
is a synchronous serial interface widely used to commueicatf the described registers is shown in Fig. 5.



3N TABLE IV

L N2, PROCESSING TIME ACQUISITION TIME AND MEMORY USAGE FOR THE
l | | | | | l IMPLEMENTATION OF THE CROSSCORRELATION ALGORITHM FOR THE
;90 N SLAVE DEVICE.
g N/2 o
[ ] | | [ ] SPI+Enh+Proc. Acqg. RAM || DMA | ROM
Decepton N 6.09ms 15.72ms || 96% || 100% | 8%

Fig. 4. Representation of the acquired buffer (top), andréezived via
SPI buffer(bottom). Pointergo and py.cception are defined in the desired cross-correlation algorithm. Due to it, the final output SNR
positions. of the system is 48dB. Consequently, the improvement is in
an the order of theoretical estimations. Another importactda
PN is the resource utilization for this implementation. Table
| | | presents the most relevant aspects.

T
o

z

£

IS

0 . Table 1V shows that data memory is almost fully utilized,
| | | ] while DMA memory is totally used. Furthermore, there is a
p,e‘iepmn remnant of available program memory. Thus, if any additiona
<middle0“hem;1 . functionality is desired, the algorithms should be redesd
result vector > < to take advantage of the available program memory.
|A V. CONCLUSIONS

position of the maximum element

A digital assistive listening device which uses digitalreig
Fig. 5. Scheme of the vectors used into the cross-corralatiperation. Processing techniques to obtain the most important fesitnfre
The N elements that follow the pointesy (top) are correlated with thé& g high-end commercial assistive device was presented_
elements that followreceil,ed(mlddle)_. The resultant vector (bottom), has a In addition, it was demonstrated that it is possible to suc-
length of2N — 1 elements, and the distance between the center of the vector . . . .
and the maximum element defines the delay between signals. CeSSfl_J”y |mplem_ent the pross-correlatlon ?lgomhm tprove
the Signal-to-Noise Ratio of the output signal. The obtdine
improvement is in agreement with theoretical expectations
Once the delayl is established, the pointer,.cccption iS As a further work, additional features will be implemented,
incremented (or decremented)elements. This displacementsuch as a zen music generator and a feedback control to
can be in a positive or negative direction, depending on theevent a coupling between the system and other electronic
result of the cross-correlation. devices.
Then, the first3.N/2 elements starting in the pointers
and on + d are averaged, and stored in a new vector,
hi Z;]re_ceptwnd i th .g the si | using the TD-OL 1 Widex Inchttp://www.widex.com/Lynge, Denmark.
w 'C_ IS used to syn _eS|Ze € signal using the e ] H. G. Gauch, Jr.Noise Reduction By Eigenvector OrdinatipiEgological
algorithm. Two new pointerpopp and pey ey are defined Society of America, Vol. 63, No. 6, pp. 1643-1649, 1982.

in the resulting vector, which points to the start of odd ang] 5- V. de P?Yefvpéepfocssado de la sefial de VOZ(; el método de la
. . escomposicion de subespagid?evista Argentina de Bioingenieria,
even synthesis frames respectively. Vol.16, No.1. June 2010.

Finally, in order to save the received informatiol/N [4] V. Balakrishnan, N. Borgesa and L. Parchmewavelet Denoising and

elements starting from the pointer, are left shifted N Speech Enhancemer2006. o ,
T. Young and W. Qiang,The realization of Wavelet Threshold noise
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